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Quantitative	  MD	  simulations	  to	  assess	  UO2	  thermal	  

conductivity	  as	  a	  function	  of	  burnup	  

 

X.-Y. Liu, C. R. Stanek, D. A. Andersson 

Los Alamos National Laboratory, Los Alamos, NM 87545 

 

1.	   Introduction	  

This milestone report highlights research activities towards quantitative molecular 

dynamics (MD) simulations to help assess degradation of oxide fuel, UO2, thermal 

conductivity with burnup. The thermal conductivity of oxide fuel is an important 

materials property that affects the fuel performance since it is a key parameter that 

determines the temperature distribution of fuels, thus governing, e.g., dimensional 

changes due to thermal expansion, fission gas release rates, etc. The thermal conductivity 

of UO2 nuclear fuel is also affected by fission gas, fission products, defects, and 

microstructural features such as grain boundaries. In this work, we report MD simulations 

to determine quantitatively, the effect of two fission products, Xe and La, on the thermal 

conductivity of UO2, as a function of fission products concentrations, for a range of 

temperatures, 100 – 1500 K. Such effort closely follows earlier works on MD simulations 

of thermal conductivity in UO2 [1, 2]. These results will be used to develop enhanced 

continuum thermal conductivity models for MARMOT and BISON with INL. These 

models will express the thermal conductivity as a function of state-variables, thus 

enabling thermal conductivity models with closer connection to the physical state of the 

fuel.  

 

2.	  Computational 	  methods	  

In non-metallic solids, phonons dominate thermal transport. This provides the 

basis of the MD based methodology to predict the thermal conductivity of these 

materials. Here, we have employed the non-equilibrium MD method, which is often 

referred to as the “direct method” [3-5]. In this method, a heat current (J) is applied to the 
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system, and the thermal conductivity κ is computed from the time-averaged temperature 

gradient (∂T / ∂z ) from Fourier’s law, 

κ = −
J

∂T /∂z
      (1) 

 
Figure 1. A schematic drawing that illustrates the computational setup of non-equilibrium 
MD simulations of thermal conductivity in UO2 with fission products.    

In Figure 1, the computational setup is illustrated. A supercell containing n1 × n2 × 

n3 cubic unit cells of UO2 is constructed. Periodic boundaries are applied in all three 

dimensions. The heat flow is in the z direction. A cold / hot region is defined at z = 0 / 

Lz/2 with 1 nm in width from which heat is removed / added during the simulations, 

where Lz is the periodic length of the supercell in the z direction. For all MD simulations, 

n1 and n2 are set to 3. The dependence of the computed thermal conductivity on cross 

sectional area has been shown to be weak [6]. The length Lz in the heat flow direction 

ranges from 19 to 76 nm for different cases.   

In this work, the thermal conductivity calculations were carried out with the direct 

method as implemented in LAMMPS package [7]. The system is equilibrated initially for 

50 ps in the NVT (constant number, constant volume, and constant temperature) 

ensemble at desired temperature, followed by another 50 ps in the NVE (constant 

number, constant volume, and constant energy) ensemble. After that, non-equilibrium 

MD runs were applied to the system, for a period of 5 – 10 ns. After thermal 

equilibration, the initial 0.5 ns in the thermal simulation was used to accommodate the 

transient behavior. After that, the temperature profiles were averaged over the rest of the 

MD time. There are two types of heat control methods in LAMMPS. One is based on the 

Muller-Plathe algorithm [4]. In this algorithm, the swap between the coldest particle in 

the cold region and the hottest atom in the hot region is used to remove / add heats to the 
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corresponding regions. By controlling the frequency of swaps during MD, the heat flux 

between the hot and the cold regions is controlled at the desired level. The other heat 

control algorithm is based on the method of Jund and Jullien [3]. In this scheme, a fixed 

amount of energy (ΔE) is added / subtracted from the hot / cold region by velocity 

rescaling every time step while preserving the total momentum (P

= miV


i

i=1,N
∑ ) of the 

atoms in the region, so that 

V i
New

=V

i + (1−α) P



mi∑
     (2) 

α = 1± ΔE

Ek −
1
2

miV
2
G∑
 ; VG =

P


mi∑
    (3) 

The original Jund and Jullien algorithm was derived for single species system. We found 

that it applies to multiple species systems as well. Another constant heat flux algorithm 

using velocity rescaling from Ikeshoji and Hafskjold [5], which was originally derived 

for multiple species system is also widely used. These two algorithms are not equivalent, 

reflecting different flavors in the formulation since the mathematical solution of constant 

energy change while preserving momentum in a given region is not unique. We found 

that a precise control of the heat flux is important for studying the length dependence of 

the thermal conductivity. However, the control of the heat flux by using Muller-Plathe 

algorithm for given swap frequency is not good since the result depends on other 

simulation conditions. For this reason, the method of Jund and Jullien is adopted in all 

our MD simulations. The heat flux used in the simulations is 0.001 – 0.002 eV/A per time 

step, where A is the cross section area of the simulation cell.  

The Buckingham type of empirical potential is used to describe the U4+ - O2- [8], 

O2- - O2- [9] interactions in UO2, as well as the Xe0 - U4+ [10], Xe0 - O2- [11], La3+ - O2- 

[12] fission product interactions with UO2. For the pure UO2 case, separate sets of 

simulations using the Basak potential [13] were also carried out. The Basak potential is 

comprised of a Buckingham term plus a Morse term. For computational efficiency, the 

Wolf summation [14] is used to compute the long-range Coulombic interactions.  
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The computational supercells were initially set to the optimized lattice constant 

0.5469 nm (0.5456 nm in the Basak potential case). NPT (constant number, constant 

pressure, and constant temperature) simulations were carried out to determine the thermal 

expansions at different temperatures. The supercell dimensions were averaged over 100 

ps, and the thermal expansion strains are 0.001865 (0.003004), 0.003803 (0.006231), 

0.005827 (0.009728), 0.007905 (0.013508), 0.010089 (0.017626) at 300, 600, 900, 1200, 

and 1500 K for Buckingham (or Basak) potential. All thermal conductivity MD 

simulations were carried out with the thermal expansion taken into account. 

To fit the temperature profiles, a least-squares fit for the linear regression is used. 

The temperature profiles were fitted in the ranges w < z < Lz/2 – w, and Lz/2 + w < z < Lz 

– w, with the choice of the excluded width w as 0.26, in agreement with earlier studies 

[15]. The obtained gradients from left and right slopes in the temperature profiles are then 

averaged to determine the thermal conductivity.    

 

3.	  Results 	  and	  discussions	  

MD simulations of pure UO2 are carried out using both Buckingham potential and 

Basak potential, at 100, 200, 300, 600, 900, 1200, and 1500 K. At each temperature, a set 

of simulations at different lengths were included, 19, 24, 32, 49, and 65 nm. 

(a) (b)  

Figure 2. (a) Averaged temperature profile at 300 K, with sample length of 19 nm, for 
MD simulations of 10 ns. Least-squares fits of the linear regression are also shown. (b) 
Thermal conductivity result at 300 K for the same sample in (a). 

In Figure 2a, a typical temperature profile from MD simulations is shown. This 

temperature profile is averaged over an MD time of 10 ns, for a sample length of 19 nm 

at 300 K. The corresponding thermal conductivity as computed from Eq. 1 is shown in 
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Figure 2b, as a function of different MD run time, from 1 – 10 ns. From Figure 2b, it is 

noted that an MD simulation time of about 5 ns is needed for the thermal conductivity to 

reach the converged value [16].    

More accurate determination of the thermal conductivity by allowing extensive 

MD run time of ~ 10 ns provides a solid basis for extrapolation of the MD results to the 

value for an infinitely large system. In the relatively short supercells used in the current 

MD simulation setups, a fairly significant portion of phonons propagate ballistically 

through the system due to relatively large phonon mean free path of the system, but 

scatter from the hot and cold plates. This causes the thermal conductivity obtained from 

MD simulations to be lower than they should be, especially at low temperature. The 

conventional method to extrapolate the value to an infinitely large system is based on a 

linear formula, 

 1
κ
=
1
κ∞

+
c
Lz

       (4) 

where c is a constant related to scattering by the hot and cold plates, Lz is the length of the 

simulation cell and κ∞ is the thermal conductivity for a simulation cell of infinite length. 

As shown in our recent work [17], we found that a quadratic correction is sometimes 

needed in order to take non-linear effect in the UO2 lattice into account, which brings the 

fitting formula to a more general one, 

    1
κ
=
1
κ∞

+
c1
Lz
+
c2
Lz
2       (5) 

where c1 and c2 are both constants. 

In Figure 3, MD results for the computed thermal resistivity κ-1 vs. inverse sample 

length Lz
-1 for UO2 employing Buckingham potential, at 300 and 1200 K are shown. The 

lines are fits to the MD data using Eq. 5. From Figure 3, it is shown that the MD data at 

300 K suggests a strong quadratic correction. Also, the extrapolated value to the infinite 

length, κ∞ , 27.3 W/Km is significantly larger than the MD obtained data, 24.8 W/Km at 

the largest sample with 65 nm in length. This difference is substantially increased for 

even lower temperatures (not shown). However, at much higher temperature, 1200 K, 

such non-linear correction is weak. At this temperature, the extrapolated value to the 
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infinite length, κ∞ , 7.6 W/Km is only slightly larger than the MD obtained data, 7.2 

W/Km at the 65 nm sample. 

 
Figure 3. MD results for the computed thermal resistivity κ-1 vs. inverse sample length 
Lz

-1 for UO2 employing Buckingham potential, at 300 and 1200 K. The lines are fits to 
the MD data using Eq. 5.   

The thermal conductivity κ∞  for UO2, extrapolated from MD results at different 

sample lengths using the above methodology, is shown in Figure 4, at different 

temperatures. Both sets of κ∞  data, employing Buckingham potential and the Basak 

potential, are shown. The results from Buckingham potential are higher than those from 

Basak potential for T > 100 K. 

 
Figure 4. κ∞  for UO2 at different temperature using two potential models: Buckingham 
and Basak. 
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Next, fission products are incorporated into the supercells used for the thermal 

conductivity simulations. For Xe, the bound Schottky tri-vacancy is substituted into the 

supercell. For La, a single U vacancy is substituted. These are expected to be the 

energetically favored incorporation sites for the respective fission products [18]. The 

locations of the substitution sites are chosen according to a random distribution for the 

specified composition. Three compositions of fission products, 0.34, 0.71, and 1.03 

atomic percent of Xe (La) are introduced to the UO2 samples. 

MD simulations were carried out for the UO2 samples with fission products at 

100, 300, 900, and 1500 K. The sample lengths used to determine the κ∞  values are 19 

nm, 38 nm, and 57 nm for the Xe cases. Since the impurity scattering from the Xe 

Schottky defects is strong, the length dependence for all Xe cases is weak. For the La 

cases, since the impurity scattering from La defects is much weaker, the length 

dependence is stronger, especially for cases with smaller La concentration. The sample 

lengths used to determine the κ∞  values are similar to those in the Xe cases, except for 

the 0.34 % La case at 100 K where samples with length up to 76 nm are used.  

(a) (b)   

Figure 5. κ∞  for UO2 at different temperature (a) 0.34, 0.71, and 1.03 atomic percent Xe, 
(b) 0.34, 0.71, and 1.03 atomic percent La. κ∞  for UO2 at different temperatures obtained 
using the Buckingham potential is also plotted for comparison. 

 The thermal conductivity κ∞  for UO2 with the fission product Xe at 

concentrations of 0.34, 0.71, and 1.03 atomic percent is shown in Figure 5a at different 

temperatures, from 100 K and up to 1500 K, along with the results for pure UO2. The 

strong phonon scattering by the Xe Schottky defects severely reduces the thermal 

conductivity, even at the lowest concentration of 0.34 atomic percent. For example, at 
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room temperature, the κ∞value changed from 27.3 W/Km to merely 10.2 W/Km in the 

0.34% Xe case. Similar plots of κ∞  for UO2 with the fission product La is shown in 

Figure 5b, suggesting much weaker scattering. For example, also at room temperature, 

the κ∞value ranges from 24.6 to 19.4 W/Km for La concentrations from 0.34 to 1.03 

atomic percent. These values are much higher than the Xe cases at the same temperature. 

	  

4. 	  Correcting	  phonon-‐spin	  scattering	  not	  captured	  by	  the	  MD	  simulations	    

The MD simulations for pure UO2 overestimate the thermal conductivity 

compared to experiments, especially at low temperature, see Figure 6a. As recently 

shown, this is due to resonant scattering of phonons by spins in the paramagnetic phase of 

UO2 [17], which is not captured by the MD simulations. However, we can correct this 

deficiency by using the phonon-spin scattering contribution (labeled phonon-magnetic 

scattering in Figure 6) derived from experimental data [17]. The phonon-spin scattering 

relaxation time is derived from the experimental data shown in Figure 6a by fitting the 

data points to the Callaway model [19] including a term for the phonon-spin scattering. 

This relaxation time is then added to the total relaxation time derived for the MD results 

using the same Callaway model, but obviously without the phonon-spin contribution. As 

shown in Figure 6a, this approach significantly improves the agreement with experiments 

for pure UO2. We can apply the same methodology to correct the MD predictions for 

UO2 containing fission products. The results are shown in Figure 6b and in Figure 7. The 

general conclusions presented above for the impact of fission products on UO2 thermal 

conductivity are still valid, but the overall conductivity is significantly reduced by 

including phonon-spin scattering, in particular at low temperatures (compare Figure 5 and 

7).  
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(a)  

(b)  

Figure 6. (a) MD simulation of the UO2 thermal conductivity, both with and without 
correction for spin-phonon scattering. The spin-phonon scattering correction was derived 
by fitting a Callaway model to the experimental data [17] and then adding the spin-
phonon relaxation time to the MD results. (b) MD simulation of the impact of 1% Xe 
atoms or La ions on the UO2 thermal conductivity, both with and without correction for 
spin-phonon scattering. The spin-phonon scattering correction was derived by fitting a 
Callaway model to the experimental data [17] and then adding the spin-phonon relaxation 
time to the MD results. 
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(a) (b)  

Figure 7. (a) Reduction of UO2 thermal conductivity by Xe atoms, including correction 
for spin-phonon scattering. These results were obtained from the data in Figure 5 by 
adding the spin-phonon scattering contribution derived from experimental data. (b) 
Reduction of UO2 thermal conductivity by La ions, including corrections for spin-phonon 
scattering. These results were obtained from the data in Figure 5 by adding the spin-
phonon scattering contribution derived from experimental data. 

 

4.	  Summary  

  In summary, MD simulations were carried out to determine quantitatively, the 

effect of two fission products, Xe and La, on the thermal conductivity of UO2, as a 

function of the fission product concentration, for a range of temperatures, 100 – 1500 K. 

Accurate determination of the thermal conductivity was achieved by using extensive MD 

run times of ~ 10 ns, which provides a solid basis for extrapolation of the MD results to 

values for an infinitely large systems. The strong phonon scattering by Xe Schottky 

defects severely reduces the thermal conductivity, while the thermal conductivity for UO2 

with the fission product La exhibits much weaker scattering. Finally, the phonon-spin 

scattering not captured by the MD simulations is corrected through fitting the 

experimental data to the Callaway model including a term for the phonon-spin scattering. 
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